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Abstract. There are currently very few practical methods for assgdbi@ qual-
ity of resources or the reliability of other entities in thelioe environment. This
makes it difficult to make decisions about which resources !z relied upon
and which entities it is safe to interact with. Trust and tefion systems are
aimed at solving this problem by enabling service consurtersliably assess
the quality of services and the reliability of entities krefohey decide to use a
particular service or to interact with or depend on a givetitgerSuch systems
should also allow serious service providers and onlinegygyo correctly rep-
resent the reliability of themselves and the quality of tlseirvices. In the case
of reputation systems, the basic idea is to let parties raté ether, for exam-
ple after the completion of a transaction, and use the agtgdgatings about a
given party to derive its reputation score. In the case dttsystems, the basic
idea is to analyse and combine paths and networks of trustaeships in order
to derive measures of trustworthiness of specific nodesuf@gpn scores and
trust measures can assist other parties in deciding whethmat to transact with
a given party in the future, and whether it is safe to depena gimen resource or
entity. This represents an incentive for good behaviourfanaffering reliable
resources, which thereby tends to have a positive effechemjtality of online
markets and communities. This chapter describes the bawahdy current status
and future trend of online trust and reputation systems.

1 Introduction

In the early years of the Internet and the Web, determiningtivdr something or some-
body online could be trusted was not thought of as a problecause the Internet
community consisted of groups and users motivated by conguoals, and with strong
trust in each other. The early adopters typically had gotehions because they were
motivated by the desire to make the new technology sucde&sfuaeptive and fraud-
ulent behaviour only emerged after the new technology waseg up to the general
public and started being used for commercial purposes. ddecly technical architec-
ture and the governance structure of the Internet are gleespired by the assumption
of well intentioned participants. However, people and argations currently engaging
in Internet activities are not uniformly well intentiondakcause they are increasingly
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motivated by financial profit and personal gain which can teatchethical and criminal

behaviour. The current Internet technology makes us pqoeypared for controlling

and sanctioning the substantial and increasing numberestund service providers
with unethical, malicious and criminal intentions. As aulgsthe early optimism as-
sociated with the Internet has been replaced by cynicismdémihishing trust in the

Internet as a reliable platform for building markets and ocoumities.

As a consequence of this development, the topic of trustéma@pmputer networks
is receiving considerable attention in the academic conityand the Internetindustry.
One approach to the problem is to deploy traditional IT siggsolutions. However, this
chapter describes a complementary approach that can hégesassoft security The
difference between IT security and soft security is ex@dinext.

It is normally assumed that information security techn@sgwhen properly de-
signed, can provide protection against viruses, wormsjamgy spam email and any
other threats that users can be exposed to through the éntesmfortunately, traditional
IT security technology can only provide protection agaswshe, but not all online se-
curity threats. To better understand why, it is useful tklabthe definitions of security
and of information security separately.

Security can generally be defined ‘dise quality or state of being secure - to be
free from danger”[38]. This definition is very broad and covers the protectbfife
and assets from intentional and unintentional human astias well as from natural
threats such as storms and earthquakes. In case of protetiicformation assets, the
term information security is normally assumed. Informats&curity is commonly de-
fined as‘the preservation of confidentiality, integrity and avdildity of Information”
[21], commonly known as the CIA properties. It is here assiithat it is the owner of
information assets who has an interest in keeping thos¢sdsse from danger, and in
preserving their CIA properties. However, in many situasiave have to protect our-
selves from harmful information assets and from those wifer @inline resources, so
that the problem in fact is reversed. Traditional IT segusitlutions are totally inade-
quate for protecting against for example deceitful serpiceviders that provide false
or misleading information. We are thus in a situation wheeeane faced with serious
threats, against which there is no established and eféeptigtection. The extended
view of online security was first described by Rasmussen &skam (1996) [44] who
used the term “hard security” for traditional IT securitychanisms like authentication
and access control, and “soft security” for what they caledial control mechanisms.

In case of traditional IT security, the existence of a sdgysolicy is always as-
sumed, whereby the owner of information resources aut®gsrtain parties to per-
form specific actions. White Hats (i.e. the good guys) anccBBldats (i.e. the bad
guys) are easily identified depending on whether they aairdotg to, or against the
security policy. In the case of soft security however, thigidction becomes blurred,
because there is generally no formally defined or generaligpted policy that de-
fines what constitutes acceptable behaviour. For exampgdeepresentation of online
services might not even be illegal in the jurisdiction of geevice provider, yet a con-
sumer who feels deceived by an online service would moslylidefine the service
provider as a Black Hat. Soft security mechanisms that cawvighe protection against
this type of online threats are typically collaborative daded on input from the whole



community. In contrast to traditional IT security where gty policies are clearcut
and often explicitly defined for a specific security domainabgecurity manager, soft
security is based on an implicit security policy collaborlly emerging from the whole
community. On this background we define soft security agfasl

Definition 1 (Soft Security). Soft security is the collaborative enforcement of, and ad-
herence to common ethical norms by participants in a comtywuni

While the goal of traditional (hard) information securigyto preserve the CIA prop-
erties (Confidentiality, Integrity and Availability) of asts within a specific domain, the
goal of soft security mechanisms is to stimulate the qualits specific community in
terms of the ethical behaviour and the integrity of its merab@/hat constitutes ethical
norms within a community will in general not be precisely dedl. Instead it will be
dynamically defined by certain key players in conjunctiotivtihe average user.

Soft security mechanisms use collaborative methods fasassy the behaviour of
members in the community against the ethical norms, makpassible to identify and
sanction those participants who breach the norms, and tgnéze and reward mem-
bers who adhere to the norms. A natural side effect is to geoan incentive for good
behaviour which in turn has a positive effect on market quaReputation systems
can be called collaborative praise and sanctioning systemeflect their collaborative
nature. Reputation systems are already being used in sficcesmmercial online ap-
plications. There is a rapidly growing literature on thedthyeand applications of trust
and reputation systems. A general observation is that thegsals from the academic
community so far lack coherence. The systems being propasedsually designed
from scratch, and only in very few cases are authors buildimgroposals by other
authors.

A survey on trust and reputation systems has been publishéddancet al. [27].
The purpose of this chapter is to complement that survey@present the background,
current status and the future trend of trust and reputatistems.

Section 2 attempts to define the concepts of trust and répotaind the objectives
of trust management in general. Sections 3 and 4 describe sbtine main models and
architectures for trust and reputation systems. Sec.5ilescsome prominent applica-
tions and related issues. The study is rounded off with audson in Sec.6.

2 Context and Fundamental Concepts

2.1 The Notion of Trust

Trust is a directional relationship between two partieg tzm be calledrustor and
trustee One must assume the trustor to be a “thinking entity” in séons meaning
that it has the ability to make assessments and decisioes loasreceived information
and past experience. The trustee can be anything from arpergmnisation or physical
entity, to abstract notions such as information or a crygaphic key [22].
A trust relationship has acope meaning that it applies to a specific purpose or

domain of action, such as “being authentic” in the case of agemt’s trust in a cryp-
tographic key, or “providing reliable information” in cagé a person’s trust in the



correctness of an entry in WikipediaMutual trust is when both parties trust each other
with the same scope, but this is obviously only possible wi@h parties are thinking
entities. Trust influences the trustor’s attitudes andastibut can also have effects on
the trustee and other elements in the environment, for ekgrop stimulating recipro-
cal trust [13]. The literature uses the term trust with aetgriof meanings [37]. Two
main interpretations are to view trust as the perceivedbéity of something or some-
body, called'reliability trust” , and to view trust as a decision to enter into a situation
of dependence, callédecision trust”.

As the name suggest, reliability trust can be interpretetth@seliability of some-
thing or somebody independently of any actual commitmentthe definition by Gam-
betta (1988) [16] provides an example of how this can be fdated:

Definition 2 (Reliability). Trust is the subjective probability by which an individual,
A, expects that another individuaB, performs a given action on which its welfare
depends.

In Def.2, trust is primarily defined as the trustor’s estienat the trustee’s reliability
(e.g. expressed as probability) in the contextleppendencen the trustee.

However, trust can be more complex than Gambetta’s defin#ti@gests. For ex-
ample, Falcone & Castelfranchi (2001) [14] note that haviig (reliability) trust in a
person is not necessarily sufficient for deciding to entr asituation of dependence
on that person. In [14] they writéFor example it is possible that the value of the dam-
age per se (in case of failure) is too high to choose a giverisg@tbranch, and this
independently either from the probability of the failurerda if it is very low) or from
the possible payoff (even if it is very high). In other wottisit danger might seem to
the agent an intolerable risk”.

To illustrate the difference between reliability trust asetision trust with a prac-
tical example, consider a fire drill where participants agleeal to abseil from the third
floor window of a house using a rope that looks old and appedrs in a state of de-
terioration. In this situation, the participants wouldesssthe probability that the rope
will hold him while abseiling. A person who thinks that thepeocould rupture would
distrust the rope and refuse to use it. This is illustratetherleft side in Fig.1.

Would you trust this rope ...
in a fire drill? -

N\ in a real fire?
ﬁ N

No! Yes!

Fig. 1. Same reliability trust, but different decision trust

L http://www.wikipedia.org/



Imagine now that the same person is trapped in a real fire featdite only escape
is to descend from the third floor window using the same olérapthis situation it is
likely that the person would trust the rope, even if he thiilks possible that it could
rupture. This change in trust decision is perfectly ratidrerause the likelihood of in-
jury or death while abseiling is assessed against theltiketi of smoke suffocation and
death by fire. Although theeliability trust in the rope is the same in both situations, the
decision trusthanges as a function of the comparatively different ytild@lues associ-
ated with the different courses of action in the two situagiol he following definition
captures the concept of decision trust.

Definition 3 (Decision).Trust is the extent to which a given party is willing to depend
on something or somebody in a given situation with a feelihgative security, even
though negative consequences are possible.

In Def.3, trust is primarily defined as the willingness toyreh a given object, and
specifically includes the notions dependencen the trustee, and iteliability. In ad-
dition, Def.3 implicitly also covers situational elemestsch asutility (of possible out-
comes)environmental factorflaw enforcement, contracts, security mechanisms etc.)
andrisk attitude(risk taking, risk averse, etc.).

Both reliability trust and decision trust reflect a posithaief about something on
which trustor depends for his welfare. Reliability trusim®st naturally measured as
a discrete or continuous degree of reliability, whereassitat trust is most naturally
measured in terms of a binary decision. While most trust apditation models as-
sume reliability trust, decision trust can also modellegst8ms based on decision trust
models should be considered as decision making tools.

The difficulty of capturing the notion of trust in formal mddén a meaningful way
has led some economists to reject it as a computational pariee strongest expres-
sion for this view has been given by Williamson (1993) [52]ordrgues that the notion
of trust should be avoided when modelling economic intévast because it adds noth-
ing new, and that well studied notions such as reliabilitifity and risk are adequate
and sufficient for that purpose. Personal trust is the orge tyf trust that can be mean-
ingful for describing interactions, according to Williaore He argues that personal
trust applies to emotional and personal interactions sgclove relationships where
mutual performance is not always monitored and where fdlare forgiven rather
than sanctioned. In that sense, traditional computatiomalels would be inadequate
e.g. because of insufficient data and inadequate sanagiomin also because it would
be detrimental to the relationships if the involved partiese to take a computational
approach. Non-computation models for trust can be meamlifgfstudying such rela-
tionships according to Williamson, but developing such glsghould be done within
the domains of sociology and psychology, rather than in econ

In the light of Williamson'’s view on modelling trust it beca® important to judge
the purpose and merit of trust management itself. Can trastagement add anything
new and valuable to the Internet technology and economyaifi&eer, in our opinion,
is definitely yes. The value of trust management lies in tlohitectures and mecha-
nisms for collecting trust relevant information, for eféat, reliable and secure pro-
cessing, for distribution of derived trust and reputatioarss, and for taking this in-
formation into account when navigating the Internet andingllecisions about online



activities and transactions. Economic models for riskrigkdnd decision making are
abstract and do not address how to build trust networks gnatagon systems. Trust
management specifically addresses how to build such systerdsan in addition in-
clude aspects of economic modelling whenever relevant aaefiil

It can be noted that the traditional cues of trust and refmutadhat we are used
to observe and depend on in the physical world are missingiime environments.
Electronic substitutes are therefore needed when degjgmiline trust and reputation
systems. Furthermore, communicating and sharing infoomag¢lated to trust and rep-
utation is relatively difficult, and normally constraineddcal communities in the phys-
ical world, whereas IT systems combined with the Internetloaleveraged to design
extremely efficient systems for exchanging and collectighsnformation on a global
scale. Motivated by these basic observations, the desiggnsifand reputation systems
should focus on:

a. Finding adequate online substitutes for the traditicoaks to trust and reputation
that we are used to in the physical world, and identifying mdarmation elements
(specific to a particular online application) which are abilé for deriving measures
of trust and reputation.

b. Taking advantage of IT and the Internetto create effiggstems for collecting that
information, and for deriving measures of trust and repoain order to support
decision making and to improve the quality of online markets

These simple principles invite rigorous research in ordesriswer some funda-
mental questions: What information elements are mostldeitar deriving measures
of trust and reputation in a given application? How can thieg@mation elements be
captured and collected? What are the best principles fogieg such systems from a
theoretic and from a usability point of view? Can they be mia$istant to attacks of
manipulation by strategic agents? How should users indluelénformation provided
by such systems into their decision process? What role ezsethystems play in the
business model of commercial companies? Do these systalyatiprove the quality
of online trade and interactions? These are important guessthat need good answers
and corresponding solutions in order for trust and repurtegiystems to reach their full
potential in online environments.

2.2 Reputation and Trust

The concept of reputation is closely linked to that of trumtihiness, but it is evident
that there is a clear and important difference. For the mepf this study, we will
define reputation according to Merriam-Webster’s onliretidnary [38].

Definition 4 (Reputation). The overall quality or character as seen or judged by peo-
ple in general.

This definition corresponds well with the view of social netwresearchers [15,
36] that reputation is a quantity derived from the undegdysocial network which is
globally visible to all members of the network. The diffecerbetween trust and repu-
tation can be illustrated by the following perfectly norraald plausible statements:



a. “l trust you because of your good reputation”
b. “I trust you despite your bad reputation.”

Assuming that the two sentences relate to the same trust sstapement a) reflects
that the relying party is aware of the trustee’s reputataond bases his trust on that.
Statement b) reflects that the relying party has some piiiveteledge about the trustee,
e.g. through direct experience or intimate relationshiy that these factors overrule
any (negative) reputation that a person might have. Thisrehsion reflects that trust
ultimately is a personal and subjective phenomenon thaidhased on various factors
or evidence, and that some of those carry more weight tharstRersonal experience
typically carries more weight than second hand trust rafemr reputation, but in the
absence of personal experience, trust often has to be baseteorals from others.

Reputation can be considered as a collective measure dévorikiness (in the
sense of reliability) based on the referrals or ratings fraembers in a community.
An individual’'s subjective trust can be derived from a condtion of received refer-
rals and personal experience. In order to avoid dependenci®aps it is required that
referrals be based on first hand experience only, and notrmar c¢ferrals. As a conse-
guence, an individual should only give subjective trustnefl when it is based on first
hand evidence or when second hand input has been removedtérderivation base
[30]. It is possible to abandon this principle for exampleentihe weight of the trust
referral is normalised or divided by the total number of refks given by a single entity,
and the latter principle is e.g. applied in Google’s PagéRagorithm [43] described
in more detail in Sec.5.2 below.

Reputation can relate to a group or to an individual. A greupputation can for
example be modelled as the average of all its members’ iddalireputations, or as the
average of how the group is perceived as a whole by extermaépaTadelis’ (2001)
[51] study shows that an individual belonging to to a giveougrwill inherit ana priori
reputation based on that group’s reputation. If the grouppsitable all its individual
members willa priori be perceived as reputable and vice versa.

2.3 Trust Transitivity

Trust transitivity means, for example, that if Alice truBtsb who trusts Eric, then Alice
will also trust Eric. This assumes that Bob actually tellicAlthat he trusts Eric, which
is called arecommendatioriThis is illustrated in Fig.2, where the indexes indicag th
order in which the trust relationships and recommenda@oa$ormed.

Trust is only conditionally transitive [8]. For example tfeet that Alice trusts Bob
to look after her child, and Bob trusts Eric to fix his car, dnesimply that Alice trusts
Eric for looking after her child, nor for fixing her car. Howasy under certain semantic
constraints [30], trust can be transitive, and a trust systan be used to derive trust.
In the last example, trust transitivity collapses becahsestopes of Alice’s and Bob’s
trust are different.

Based on the situation of Fig.2, let us assume that Alice :#&etiave her car ser-
viced, so she asks Bob for his advice about where to find a gaochechanic in town.
Bob is thus trusted by Alice to know about a good car mechamicta tell his honest
opinion about that. Bob in turn trusts Eric to be a good cartlraat.



Indirect functional trust

Alice
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Direct referral trust 4
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Recommendation

Fig. 2. Transitive trust principle

It is important to separate between trust in the ability tcoramend a good car
mechanic which representsferral trust and trust in actually being a good car me-
chanic which representsnctional trust The scope of the trust is nevertheless the same,
namely to be a good car mechanic. Assuming that, on severasimns, Bob has proven
to Alice that he is knowledgeable in matters relating to cairmtenance, Alice’s referral
trust in Bob for the purpose of recommending a good car meclean be considered to
bedirect Assuming that Eric on several occasions has proven to Batththis a good
mechanic, Bob’s functional trust in Eric can also be congddo be direct. Thanks to
Bob’s advice, Alice also trusts Eric to actually be a good haaxic. However, this func-
tional trust must be considered to imglirect, because Alice has not directly observed
or experienced Eric’s skills in servicing and repairingscar

Let us slightly extend the example, wherein Bob does notadigtknow any car
mechanics himself, but he trusts Claire, whom he believes/kra good car mechanic.
As it happens, Claire is happy to recommend the car mechamed Eric. As a result
of transitivity, Alice is able to derive trust in Eric, asu#itrated in Fig.3, where dr-trust
denotes direct referral trust, df-trust denotes directfiomal trust, and if-trust denotes
indirect functional trust.

Alice ,. Bob \ Claire Eric
M 477 rec. "™« s’ rec \*\ :
dr trust dr trust df-trust

derived if-trust

Fig. 3. Trust derived through transitivity

Defining the exact scope of Alice’s trustin Bob is more comrgutied in this extended
example. It seems that Alice trusts Bob to recommend somefvdtb can recommend
somebody etc.) who can recommend a good car mechanic. Thiepravith this type
of formulation is that the length of the trust scope exprssiecomes proportional



with the length of the transitive path, so that the trust soexpression rapidly becomes
unmanageable. It can be observed that this type of trusedtag a recursive structure
that can be exploited to define a more compact expressiondarust scope. As already
mentioned, trust in the ability to recommend representexraftrust, and is precisely
what allows trust to become transitive. At the same timesrraf trust always assumes
the existence of a functional trust scope at the end of thmesitree path, which in this
example is about being a good car mechanic.

The “referral” variant of a trust scope can be considerecetoeloursive, so that any
transitive trust chain, with arbitrary length, can be esgesl using only one trust scope
with two variants. This principle is captured by the follmgicriterion.

Definition 5 (Functional Trust Derivation Criterion). Derivation of functional trust
through referral trust, requires that the last trust arc repents functional trust, and all
previous trust arcs represents referral trust.

In practical situations, a trust scope can be charactehgduking general or spe-
cific. For example, knowing how to change wheels on a car imapecific than to be
a good car mechanic, where the former scope is a subset cditee MWhenever the
functional trust scope is equal to, or a subset of the rdfetrst scopes, it is possible to
form transitive paths. This can be expressed with the fatigweonsistency criterion.

Definition 6 (Trust Scope Consistency Criterion).A valid transitive trust path re-
quires that the trust scope of the functional/last arc inpla¢éh be a subset of all previous
arcs in the path.

Trivially, every arc can have the same trust scope. Tramsitust propagation is
thus possible with two variants (i.e. functional and red8rof a single trust scope.

A transitive trust path stops at the first functional trust encountered. It is, of
course, possible for a principal to have both functional egfdrral trust in another
principal, but that should be expressed as two separateants The existence of both
a functional and a referral trust arc, e.g. from Claire tacEshould be interpreted as
Claire having trust in Eric not only to be a good car mechamit,also to recommend
other car mechanics.

The examples above assume some sort of absolute trust Inetineeagents in the
transitive chain. In reality trust is never absolute, anchynasearchers have proposed
to express trust as discrete verbal statements, as pritiestol other continuous mea-
sures. When applying computation to such trust measurestiam dictates that trust
should be weakened or diluted through transitivity. Reivigithe above example, this
means that Alice’s derived trust in the car mechanic Eriodlgh the recommenders
Bob and Claire can be at most as strong or confident as Claitessin Eric. How
trust strength and confidence should be formally repredetgpends on the particular
formalism used.

It could be argued that negative trust in a transitive chaim ltave the paradoxical
effect of strengthening the derived trust. Take for exantpéecase where Alice dis-
trusts Bob, and Bob distrusts Eric. In this situation, it htipe reasonable for Alice



to derive positive trust in Eric, since she thinks “Bob isirtigy to trick me, | will not
rely on him”. When using the principle that the enemy of myragés my friend, the
fact that Bob recommends distrust in Eric should count asoagpic argument from
Alice’s perspective. The question of how transitivity ostlust should be interpreted
can quickly become very complex because it can involve plelievels of deception.
Models based on this type of reasoning have received minattahtion in the trust
and reputation systems literature, and it might be arguatittte study of such mod-
els belongs to the intelligence analysis discipline, nathan online trust management.
However, the fundamental issues and problems are the sdpoghimlisciplines

The analysis of transitive trust relating to the exampleigf3-uses a rich set of se-
mantic elements. In practical systems and implementationigiht be necessary to use
simplified models, e.g. by not making any distinction betwegferral and functional
trust, or between direct and indirect trust, and by not $piegj trust scopes. This is
because it might not be possible to obtain detailed infoiondbr making distinctions
between trust semantics, and because it would requireyogerhplex mathematical
models to take the rich set of aspects into account.

2.4 IT Security and Trust

The term trust is being used extensively in the context ifd€wsity where it can take
various meanings. The concepts of Trusted Systems and T@BtéH Computing
Base) are among the earliest examples of this (see e.g. Abt86b6 [3]). A trusted
system can simply be interpreted as a system designed watigssecurity as a major
goal, and the TCB as the set of hardware and software comsothen contribute to the
security. The concept of evaluation assurance level is@atdised measure of security
for trusted systenfs Some organisations require systems with high assuraneks lier
high risk applications or for processing sensitive infotima In an informal sense, the
assurance level expresses a level of (reliability) trustwiness of given system. How-
ever, it is evident that additional information, such asnirags about newly discovered
security flaws, can carry more weight than the evaluationrasge level when users
form their own subjective opinion about a trusted system.

More recently, the concept of TC (Trusted Computing) hasletoduced by the
industry. In general, TC can be defined as information psingson a platform with
specialised security hardware. More specifically, TC caanrieformation processing
on a platform equipped with a TPM (Trusted Platform Moduleydware chip that
provides specific functionality as standardised by the TG@gted Computing Group)
3

The term Trust Management has been, and still is used withethévely narrow
meaning of distributed access control, which was in factfitet usage of the term
[5]. According to this interpretation, the owner of a resmican determine whether
a third party can be trusted to access resources based ibutaticertificates that can
be chained in a transitive fashion. The related concept o$tINegotiation is used to

2See e.g. the UK CESG at http://www.cesg.gov.uk/ or the Comr@isiteria Project at
http://www.commoncriteriaportal.org/
% https://www.trustedcomputinggroup.org/home



describe the process of exchanging access credentialseatificates between a re-
gquestor and the resource owner with the purpose of detergimhether the requestor
is authorised to access the resources.

In identity management, the term Circle of Trust is definethayLiberty Alliancé
to denote a group of organisations that have entered intgr@ement of mutual accep-
tance of security and authentication assertions for atiteion and access control of
users. The Liberty alliance has adopted SAML2.0 [42] as thrdard for specifying
such security assertions. The WS-Trust standavdich has been developed mainly by
IBM and Microsoft specifies how to define security assertithvad can be exchanged
with the WS-Security protocol. WS-Trust and WS-Securityenthe same purpose as,
but are incompatible with SAML2.0. It remains to be seen Wwhitthese standards will
survive in the long run. Other trust related IT terms are f@meple

— TTP (Trusted Third Party), which normally denotes an eritigt can keep secrets
— Trusted Code, which means a program that runs with systemooprivileges
— Trust Provider, which can mean a CA (Certificate AuthorityaiPKI.

In cryptography and security protocol design, trust is ofised to denote the be-
liefs in the initial assumptions and in the derived conausi In that sense, security
protocols represent mechanisms for propagating trust fwhere it exists (i.e. the ini-
tial assumptions) to where it is needed (i.e. the concligiofnalysing this form of
trust propagation can be done with formal logics and formethads [50].

The meanings of the various trust related terms used by tkedtirity community
can in general not be intuitively derived and understoodlgdrom the terms them-
selves. Instead they often have a complex meaning that neustfilained in order to
be properly understood. The purpose of using trust relaeds is twofold: they pro-
vide a short and practical metaphor for something that wbaltedious to explain each
time, and they can also represent marketing slogans to peopaoticular solutions or
interests. The TPM is for example criticised for represenBbRM (Digital Rights Man-
agement) technology that creates unnecessary complexityereased costin PCs and
media devices and that can be used to lock users to specitior@mpplying the term
“trusted computing” to this technology has the deceptivekmiing effect of defusing
public criticism because it sounds like it protects the sisgnereas in reality it does
not’.

In general, security mechanisms protect systems and datalfeing adversely af-
fected by malicious and non-authorised parties. The effettis is that those systems
and data can be considered more reliable, and thus morevtmtisy. A side effect of
implementing strong security is that the functionality dledibility suffer, so that there
is a trade-off between security on the one hand and fundiigfilexibility on the other.
Itis therefore clear that the potential for business apfitims can suffer with increased
real security. On the other hand, users and organisatidhtewdl to use systems that

4 http://www.projectliberty.org/

5 http://www.ibm.com/developerworks/library/specificaws-trust/

% See e.g. the TC FAQ at http://www.cl.cam.ac-uka14/tcpa-faq.html and the Content Protec-
tion Cost Analysis at http://www.cs.auckland.ac-pgfut0O01/pubs/vistaost.html

7 See e.g. the animation about TC at http://www.lafkon.okt/t



they trust, and increased perceived security is a coninigpdactor for increased trust,
which in turn is a catalyst for the uptake of online activitydaébusiness. Because real
and perceived security seems to have opposite effects asiedss it is interesting to
look at their combined effect, as illustrated in Fig.4.
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Fig. 4. Combining the effects of real and perceived security onsrass

The shaded triangle on the right hand side graph repredeatpdtential for e-
business which is bounded by the effect of decreased furadiip as a result of real
security, and by the effect of distrust as a result of pesztinsecurity. Assuming that
the levels of perceived and real security are equal, thengptsituation would be to
have a moderate level of real security which results in a maddéevel of trust. If it were
possible to separate perceived security from real secitigguld be optimal to decrease
the level of real security and artificially boost the levelpafrceived security. There is
evidence of this happening in the e-commerce industry. kamele, online banks used
to instruct their customers to look for the locked padlockhe corner of the Web
browser as an indicator for transaction security in the foff$SL-based encryption
and authentication. That was until phishing attacks enterigecontradiction to what
was claimed, SSL does not provide any practical authemdicat he padlock gives a
false impression of security because Web browsers dispkyen when connected to
phishing Websites. However, the padlock initially had tHea of making customers
trust and start using the Internet as a medium for condudttamk transactions. With
the realisation that SSL does not provide any practicalenttbation, perceived Web
security has subsequently been adjusted to correspored et real Web security.

2.5 Collaborative filtering and Collaborative Sanctioning

Collaborative filtering systemgCF) have similarities with reputation systems in the
sense that both types of systems collect ratings from mesrbexr community. How-
ever they also have fundamental differences. The assunsptiehind CF systems is
that different people have different tastes, and rate ghiifferently according to sub-
jective taste. If two users rate a set of items similarlyytbleare similar tastes, and are



grouped in the same cluster. This information can be usesttmmnmend items that one
participant likes, to other members of the same clusterldmpntations of this tech-
nique represent a form eécommender systemdich is commonly used for targeted
marketing. This must not be confused with reputation systetmich are based on the
seemingly opposite assumption, namely that all membersamanunity should judge
a product or service consistently. In this sense the tmwlaborative sanctioning”
(CS) [39] has been used to describe reputation systema)setiae purpose is to sanc-
tion poor service providers, with the aim of giving an ingeatfor them to provide
quality services.

CF takes ratings subject to taste as input, whereas reputststems take ratings
assumed insensitive to taste as input. People will for exaingdge data files contain-
ing film and music differently depending on their taste, buuaers will judge files
containing viruses to be bad. CF systems can be used to #edquteferred files in the
former case, and reputation systems can be used to avoiddhdds in the latter case.
There will of course be cases where CF systems identify iteatsare invariant to taste,
which simply indicates low usefulness of that result foromenendation purposes. In-
versely, there will be cases where ratings that are sulgepetsonal taste are being
fed into reputation systems. The latter can cause probleegsuse a reputation system
would normally interpret difference in taste as differeircservice provider reliability,
potentially leading to misleading reputation scores.

There is a great potential for combining CF and reputatiatesys, e.g. by filtering
reputation scores to reflect ratings from users with a comtaste. This could result in
more reliable reputation scores. Theoretic schemes isdhaimianiet al’s (2002) pro-
posal to separate between provider reputation and rescepagation in P2P networks
[11].

3 Trust Models and Systems

The main differences between trust and reputation systambe& described as follows:
Trust systems produce a score that reflects the relying 'patpjective view of an
entity’s trustworthiness, whereas reputation systemdye an entity’s (public) repu-
tation score as seen by the whole community. Secondly,itratysof trust paths and
networks is an explicit component in trust systems, whergastation systems usually
do not take transitivity into account, or only in an impligiy. Finally, trust systems
take subjective expressions of (reliability) trust abothten entities as input, whereas
reputation systems take ratings about specific (and ob@atizents as input.

There can of course be trust systems that incorporate etsmofm@putation systems
and vice versa, so that it is not always clear how a given systhould be classified.
The descriptions of the various trust and reputation systegfow must therefor be seen
in this light.

Interpreting trust or trustworthiness as a measure oftiitiaallows a whole range
of metrics to be applied, from discrete to continuous andnadised metrics. This sec-
tion gives a brief overview of these approaches.



3.1 Discrete Trust Models

Humans are often better able to rate performance in the férdisorete verbal state-
ments, than in the form of continuous measures. A systemall@at's trust to be ex-
pressed in the form of a discrete statement fiksually trusted” provides better us-
ability than in the form of a probability value. This is besatthe meaning of discrete
verbal statements comes to mind immediately, whereas pililpaalues require more
cognitive effort to be interpreted. Some systems, inclgdlin 6, 7, 35, 55] are based on
discrete trust models.

Discrete measures do not easily lend themselves to sounpiutational principles.
Instead, heuristic methods such as look-up tables musiak Tike software encryption
tool PGP uses discrete measures for expressing and arggifisshin public keys. PGP
implements a very pragmatic approach to the complex issuk=idfing trust from a
trust network, and is described in more detail in Sec.5.1.

3.2 Probabilistic Trust Models

The advantage of probabilistic models is that the rich bodgrobabilistic methods
can be directly applied. This provides a great variety ofsgae derivation methods,
from simple models based on probability calculus to modsisgiadvanced statistical
methods. An overview of Bayesian approaches is provide8h [

Certain models require normalisation in order to produgesistent results. This is
for example the case for Google’s PageRank algorithm [43F ©& because PageRank
requires additivity (i.e. that the sum of probabilities atguone) over the whole popula-
tion of Web pages. This means that a Web page can only incitsas@k at the cost of
others. PageRank can also be described as a flow models bécaasputes trust or
reputation by transitive iteration through looped or adyity long chains. PageRank is
described in more detail in Sec.8

Other flow models are the Appleseed algorithm [54], Advogagputation scheme
[33], and the EigenTrust model [31]. The latter computesnageist scores in P2P
networks through repeated and iterative multiplicatiod aggregation of trust scores
along transitive chains until the trust scores for all ageainbers of the P2P community
converge to stable values.

3.3 Belief Models

Belief theory is a framework related to probability thedsyt where the sum of proba-
bilities over all possible outcomes not necessarily adcbup fand the remaining prob-
ability is interpreted as uncertainty.

Jgsang (1999,2001) [23, 24] has proposed a belief/trusiavetled opinion de-
noted byw? = (b,d,u,a), which expresses the relying partys belief in the truth
of statement:. Hereb, d, andu represent belief, disbelief and uncertainty respectively
whereb,d,u € [0,1] andb + d + u = 1. The parametet € [0, 1] represents the
base rate in the absence of evidence, and is used for corgutiopinion’s probabil-
ity expectation value?(w?) = b + au, meaning that: determines how uncertainty
shall contribute taFs(w?'). When the statement for example say4David is honest



and reliable”, then the opinion can be interpreted as reliability trusDavid. As an
example, let us assume that Alice needs to get her car sdndoe that she asks Bob
to recommend a good car mechanic. When Bob recommends Digd,would like
to get a second opinion, so she asks Claire for her opiniontdbavid. This situation
is illustrated in fig. 5 below.

Bob

ref._._ - .

Alice David

BKI trust [”] trust :

Fig. 5. Deriving trust from parallel transitive chains

When trust and trust referrals are expressed as opiniool,tensitive trust path
Alice—Bob—David, and Alice~Claire—~David can be computed with thdiscount-
ing operator where the idea is that the referrals from Bob and Claire aeodnted
as a function Alice’s trust in Bob and Claire respectiveindily the two paths can be
combined using the cumulatie®nsensus operatar by the averaging operator. These
operators form part dbubjective Logi¢24, 25], and semantic constraints must be sat-
isfied in order for the transitive trust derivation to be miaegful [30]. Opinions can be
uniquely mapped to beta PDFs, and this sense the conserstzgargs equivalent to
the Bayesian updating described in Sec.4.3. This models oth belief-based and
Bayesian.

By assuming Alice’s trust in Bob and Bob's trust in Claire e jpositive but not
absolute, Alice’s derived trust in Eric is intuitively weatkthan Claire’s trust in Eric.

Claire obviously recommends to Bob her opinion about Eria ear mechanic, but
Bob’s recommendation to Alice is ambiguous. It can eithethiag Bob passes Claire’s
recommendation unaltered on to Alice, or that Bob derivegétt trust in Eric which
he recommends to Alice. The latter way of passing recomnigndacan create prob-
lems, and it is better when Alice receives Claire’s recomtiadion unaltered.

3.4 Fuzzy Models

Trust and reputation can be represented as linguisticaligyf concepts, where mem-
bership functions describe to what degree an agent can belmkbas e.g. trustworthy
or not trustworthy. Fuzzy logic provides rules for reasgnivith fuzzy measures of this
type. The scheme proposed by Manchala (1988) [35] deschib8dc.2 as well as the
REGRET reputation system proposed by Sabater & Sierra (2002) [46—48] fall in



this category. In Sabater & Sierra’s scheme, what theyiediVidual reputationis de-
rived from private information about a given agent, whaiythall social reputations
derived from public information about an agent, and whay ttel context dependent
reputationis derived from contextual information.

3.5 Modelling Decision Trust

There are only a few computational trust models that explitake risk into account

[17]. Studies that combine risk and trust include Manchai08) [35] and Jgsang &
Lo Presti (2004) [29]. The system described by Manchalag) 5] avoids expressing

measures of trust directly, and instead develops a modethastrust-related variables
such as the cost of the transaction and its history, and defisietrust decision matri-

ces as illustrated in Figure 6. The risk-trust matrices lae@ tused together with fuzzy
logic inference rules to determine whether or not to tranaéh a particular party.
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Fig. 6. Risk-trust matrix (from Manchala (1998) [35]).

Manchala’s risk-trust matrix is intuitive and simple to &p@he higher the value
at stake, the more positive experiences are required tdeléaitrust.

Jgsang and Lo Presti use simple economic modelling, takiogaiccount probabil-
ity of success, gain, risk attitude and asset value at stadtd:~ express the fraction of
capital at stake, meaning that the relying party is invgstiaction F- of its total capi-
tal in the transaction. Le%, express the gain factor and jeexpress the probability of
success of the transaction. Intuitively: increases wittz; whenp is fixed, and simi-
larly Fo increases withh whenGyg fixed. In order to illustrate this general behaviour let
a given agent’s risk attitude for example be determined byftihction:

2
Fe(p, Gs) = p© 1)
where\ € [1,00] is a factor moderating the influence of the transaction gain

on the fraction of total capital that the relying party islixidy to put at risk. The term
decision surfacelescribes the type of surface illustrated in Figure 7.
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Fig. 7. Example of an agent’s risk attitude expressed as a deciaifercs.

Mis interpreted as a factor of the relying party’s risk attéun the given transaction
context, and in the graph of Fig.7 we have aet= 10000. A low X value is repre-
sentative of a risk-taking behaviour because it incredsevdlume under the surface
delimited by Fio (pushes the decision surface upwards in Figure 7), wheraagha\
value represents risk aversion because it reduces the galaader the surface (pushes
the decision surface down).

Risk attitudes are relative to each individual, so the sludplee surface in Figure 7
only represents an example and will of course differ for ezgént.

A particular transaction will be represented by a point ia 8D space of Figure 7
with coordinates@s, p, Fv). Because the surface represents an agent’s risk atttiede t
agent will per definition accept a transaction for which tleépis located underneath
the decision surface, and will reject a transaction for Wwhite point is located above
the decision surface.

4 Reputation Models and Systems

Seen from the relying party’s point of view, reputation scan be computed based
on own experience, on second hand referrals, or on a contminatt both. In the jar-
gon of economic theory, the terprivate informationis used to describe first hand
information resulting from own experience, apablic informationis used to describe
publicly available second hand information, i.e. inforiroatthat can be obtained from
third parties.



Reputation systems are typically based on public inforomain order to reflect
the community’s opinion in general, which is in line with D&bf reputation. Private
information that is submitted to a public reputation cerddrere considered as public
information. An entity who relies on the reputation scoresofne remote party, is in
fact trusting that party by implicitly trusting those whovearated that party, which in
principle istrust transitivityas described in Sec.2.3.

This section describes reputation system architecturdsvarious principles for
computing reputation and trust measures. Some of the ptascare used in commercial
applications, whereas others have been proposed by theracadommunity.

4.1 Reputation Network Architectures

The technical principles for building reputation systemesdescribed in this and the fol-
lowing section. The network architecture determines hdimga and reputation scores
are communicated between participants in a reputatiors\stThe two main types
are centralised and distributed architectures.

Centralised Reputation Systemsin centralised reputation systems, information about
the performance of a given participant is collected as gatfrom other members in the
community who have had direct experience with that parmicipThe central authority
(reputation centre) that collects all the ratings typigcalérives a reputation score for
every participant, and makes all scores publicly availad®éeticipants can then use each
other’s scores, for example, when deciding whether or ntratosact with a particular
party. The idea is that transactions with reputable paicis are likely to resultin more
favourable outcomes than transactions with disreputadoiicipants.

Fig.8 below shows a typical centralised reputation frantéywwhereA and B de-
note transaction partners with a history of transactionthépast, and who consider

transacting with each other in the present.
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Fig. 8. General framework for a centralised reputation system



After each transaction, the agents provide ratings abatht ether’s performance
in the transaction. The reputation centre collects ratfng® all the agents, and con-
tinuously updates each agent’s reputation score as a umcfithe received ratings.
Updated reputation scores are provided online for all tremtgto see, and can be used
by the agents to decide whether or not to transact with aqudati agent. The two

fundamental aspects of centralised reputation systems are

a. Centralised communication protocdlgat allow participants to provide ratings about
transaction partners to the central authority, as well asbtain reputation scores

of potential transaction partners from the central autiiori
b. A reputation computation enginesed by the central authority to derive reputation
scores for each participant, based on received ratingspassibly also on other

information.

Distributed Reputation Systems There are environments where a distributed repu-
tation system, i.e. without any centralised functions,atdr suited than a centralised
system. In a distributed system there is no central locdtioeubmitting ratings or ob-
taining reputation scores of others. Instead, there cafshéxdted stores where ratings
can be submitted, or each participant simply records thei@piabout each experience
with other parties, and provides this information on regfresn relying parties. A rely-
ing party, who considers transacting with a given targetyparust find the distributed
stores, or try to obtain ratings from as many community memase possible who have
had direct experience with that target party. This is iHatsd in fig.9 below.
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Fig. 9. General framework for a distributed reputation system

The relying party computes the reputation score based oretteved ratings. In
case the relying party has had direct experience with tlgetararty, the experience
from that encounter can be taken into account as privatenrgtion, possibly carrying
a higher weight than the received ratings. The two fundaaterspects of distributed

reputation systems are:
a. A distributed communication protocthat allows participants to obtain ratings
from other members in the community.



b. Areputation computation methoaded by each individual agent to derive reputation
scores of target parties based on received ratings, anibjyoss other information.

Peer-to-Peer(P2P) networks represent a environment well suited foridiged
reputation management. In P2P networks, every node play®ta of both client and
server, and is therefore sometimes callesbavent This allows the users to overcome
their passive role typical of web navigation, and to engagani active role by provid-
ing their own resources. There are two phases in the use ohP@®rks. The first is
the searchphase, which consists of locating the servent where theestgd resource
resides. In some P2P networks, the search phase can relywalised functions. One
such example is Napstewhich has a resource directory server. In pure P2P networks
like Gnutell? and Freené®, also the search phase is distributed. Intermediate archi-
tectures also exist, e.g. the FastTrack architecture wkicised in P2P networks like
KazaA'l, grokstet? and iMesi. In FastTrack based P2P networks, there are nodes
and supernodes, where the latter keep tracks of other nodesupernodes that are
logged onto the network, and thus act as directory serveisgithe search phase.

After the search phase, where the requested resource hasobated, comes the
download phasewhich consists of transferring the resource from the etipgto the
reqguesting servent.

P2P networks introduce a range of security threats, as trepe used to spread ma-
licious software, such as viruses and Trojan horses, anly égpass firewalls. There
is also evidence that P2P networks suffer from free ridifjgR&putation systems are
well suited to fight these problems, e.g. by sharing inforomeébout rogue, unreliable
or selfish participants. P2P networks are controversialige they have been used to
distribute copyrighted material such as MP3 music files, iahds been claimed that
content poisonint has been used by the music industry to fight this problem. Wetlo
defend using P2P networks for illegal file sharing, but ithsious that reputation sys-
tems could be used by distributors of illegal copyrightederial to protect themselves
from poisoning. Many authors have proposed reputatioresystfor P2P networks [2,
10-12,18, 31, 34]. The purpose of a reputation system in BRRonks is to determine:

a. which servents are most reliable at offering the bestityuakources, and
b. which servents provide the most reliable informatiorhwégard to (1).

In a distributed environment, each participantis resgaagor collecting and com-
bining ratings from other participants. Because of theritiisted environment, it is
often impossible or too costly to obtain ratings resultingni all interactions with a
given agent. Instead the reputation score is based on atsaftrsgings, usually from
the relying party’s “neighbourhood”.

8 http://www.napster.com/

® http://www.gnutella.com

10 http://www.zeropaid.com/freenet

1 http:/lwww.kazaa.com

12 http://www.grokster.com/

13 http:/fimesh.com

4 poisoning music file sharing networks consists of distiitiufiles with legitimate titles - and
put inside them silence or random noise.



4.2 Simple Summation or Average of Reputation Ratings

The simplest form of computing reputation scores is simplgum the number of pos-
itive ratings and negative ratings separately, and to ketgah score as the positive
score minus the negative score. This is the principle useBay’s reputation forum
which is described in detail in [45]. The advantage is thatome can understand the
principle behind the reputation score, the disadvantagigttis primitive and therefore
gives a poor picture participants’ reputation score altiothis is also due to the way
rating is provided.

A slightly more advanced scheme proposed in e.g. [49] is topde the reputation
score as the average of all ratings, and this principle id irsthe reputation systems of
numerous commercial web sites, such as Epinions, and Amazon

Advanced models in this category compute a weighted averhgh the ratings,
where the rating weight can be determined by factors sudteastrustworthiness/reputation,
age of the rating, distance between rating and current store

4.3 Bayesian Reputation Systems

Bayesian systems have a solid mathematical foundationaentlased on computing
reputation scores by statistical updating of binomial Betenultinomial Dirichlet prob-
ability density functions (PDF). Tha posteriori(i.e. the updated) reputation score is
computed by combining theepriori (i.e. previous) reputation score with the new rating
[26,39-41, 53, 28]. Binomial reputation systems allowmgsito be expressed with two
values, as either positive (e@pod or negative (e.ghad). Multinomial reputation sys-
tems allow the possibility of providing ratings with gradedels such as e.gnediocre

- bad - average - good - excellenh addition, multinomial models are able to distin-
guish between the case of polarised ratings (i.e. a combimat strictly good and bad
ratings) and the case of only average ratings. The abiliipdacate when ratings are
polarised can provide valuable clues to the user in mangtsitos. Multinomial repu-
tation systems therefore provide great flexibility whenexting ratings and providing
reputation scores.

Multinomial Bayesian reputation systems allow ratingseéghbovided ovek differ-
ent levels which can be considered as a sétdigjoint elements. Let this set be denoted
asA = {Ly,... L}, and assume that ratings are provided as votes on the eleofent
A. This leads to a Dirichlet probability density function o¥lee k-component random
probability variablep(L;), i = 1. ..k with sample spac#, 1]*, subject to the simple
additivity requiremenElep(Li) =1.

The Dirichlet distribution with prior captures a sequené®loservations of thé
possible outcomes with positive real rating parameter§L;), ¢ = 1...k, each cor-
responding to one of the possible levels. In order to havergeat notation we define
avectorg = {p(L;) | 1 < i < k} to denote thé-component probability variable, and
avectorr = {r; | 1 <i < k} to denote thé--component rating variable.

In order to distinguish between tlaepriori default base rate, and tlaeposteriori
ratings, the Dirichlet distribution must be expressed pitior information represented
as a base rate vectgrover the state space.



Let A = {Ly,... L} be a state space consistingfofutually disjoint elements
which can be rating levels. Let represent the rating vector over the elementsiof
and leta represent the base rate vector over the same elements. Jutatien score
is defined in terms of the expectation value of each randorbgtitity variable corre-
sponding to the rating levels. This provides a sound matkieaidasis for combining
ratings and for expressing reputation scores. The prababipectation of any of the
k random probability variables can be written as:

Thea priori weightC will normally be set toC' = 2 when a uniform distribution
over binary state spaces is assumed. Selecting a largex f@l@' will result in new
observations having less influence over the Dirichlet iligstion. The combination of
the base rate vectarand thea priori weightC' can in fact represent specificpriori
information provided by a domain expert or by another refiortasystem. It can be
noted that it would be unnatural to require a uniform disttitin over arbitrary large
state spaces because it would make the sensitivity to nelees€ arbitrarily small. The
value ofC determines the approximate number of votes needed for imydartlevel to
influence the probability expectation value of that levehfirO to 0.5

A general reputation system allows for an agent to rate amatbent or service,
with any level from a set of predefined rating levels. Somenfof control over what
and when ratings can be given is normally required, suchgaster a transaction has
taken place, but this issue will not be discussed here. lexethek different discrete
rating levels. This translates into having a state spacawmficality i for the Dirichlet
distribution. Let the rating level be indexed hyThe aggregate ratings for a particular
agenty are stored as a cumulative vector, expressed as:

(2)

R,=(Ry(Li)|i=1...k). (3)

Each new discrete rating of agenby an agent: takes the form of a trivial vector
7, where only one element has value 1, and all other vector elefeve value 0.
The index: of the vector element with value 1 refers to the specific tatavel. The
previously stored vectak is updating by adding the newly received rating veetor

Agents (and in particular human agents) may change theawelr over time,
so it is desirable to give relatively greater weight to mageent ratings. This can be
achieved by introducing a longevity factare [0, 1], which controls the rapidity with
which old ratings are aged and discounted as a function & tiith A = 0, ratings are
completely forgotten after a single time period. Wkh= 1, ratings are never forgotten.

Let new ratings be collected in discrete time periods. Letdhim of the ratings of
a particular agery in periodt be denoted by the vectoy .. More specifically, it is the
sum of all ratings™] of agenty by other agents during that period, expressed by:

Fa= S @)

TEM,y ¢

wherel, ; is the set of all agents who rated agemturing perioct.



Let the t9ta| accumulated ratings (with aging) of aggaffter the time period be
denoted by, ;. The new accumulated rating after time period 1 is expressed as:

Ry 41y =\ Ryt + 7, 141y, Whered < A < 1. (5)

Eq.(5) represents a recursive updating algorithm that eaexkcuted every period
for all agents. A reputation score applies to member agaracommunityM/ . Before
any evidence is known about a particular aggnts reputation is defined by the base
rate reputation which is the same for all agents. As evideboat a particular agent is
gathered, its reputation will change accordingly.

The most natural representation of reputation scores feiform of the probability
expectation values of each element in the state space. Tfeetation value for each
rating level can be computed with Eq.(2). Létrepresent a target agent’'s aggregate
ratings. The vecto$ defined by:

S, : (Sy(Li)— fty (L) + Ca(L:) ;|i:1...k> . (6)

¢+ 2?:1 Ry(Lj)

is the corresponding multinomial probability reputati@oe. As already stated,
C = 2 is the value of choice, but larger value for the weighttan be chosen if a
reduce influence of new evidence over the base rate is require

The reputation scoré can be interpreted as a multinomial probability measure
expressing how a particular agent is expected to behaveuneftransactions. It can
easily be verified that

k
> S(Li)=1. (7
=1

The multinomial reputation score can for example be visedlias columns, which
would clearly indicate if ratings are polarised. Assumeegwample 5 levels:

Ly : Mediocre, L :Bad, Lj:Average, Ls:Good, L;:Excellent. (8)

We assume a default base rate distribution. Before anygstiave been received,
the multinomial probability reputation score will be equall/5 for all levels. We
consider two different cases where 10 ratings are receladte first case, 1@verage
ratings are received, which translates into the conceptdbability reputation score
of Fig.10.a. In the second case, 5 mediocre and 5 excelléngsaare received, which
translates into the polarized probability reputation samfrFig.10.b.

While informative, the multinomial probability represation can require consid-
erable space to be displayed on a computer screen. A moreacbriggm can be to
express the reputation score as a single value in some predéfiterval. This can be
done by assigning a point valueto each rating level, and computing the normalised
weighted point estimate scose

Assume e.gk different rating levels with point values evenly distribdtin the

range [0,1], so that(L;) = ,’;11 The point estimate reputation is then computed as:

o= v(L)S(L). €)

i=1
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Fig. 10.Reputation scores resulting from average and from polaristngs

However, this point estimate removes information, so tbatekample the differ-
ence between the average ratings and the polarised rafiftgg.00.a and Fig.10.b is
no longer visible. The point estimates of the reputationesof Fig.10.a and Fig.10.b
are both 0.5, although the ratings in fact are quite differ&point estimate in the range
[0,1] can be mapped to any range, such as 1-5 stars, a pegeenta probability.

Bootstrapping a reputation system to a stable and consenstate is important.
In the framework described above, the base rate distribatigill define initial default
reputation for all agents. The base rate can for example éedistributed, or biased
towards either a negative or a positive reputation. Thistrhasglefined by those who
set up the reputation system in a specific market or community

Agents will come and go during the lifetime of a market, and iimportant to be
able to assign new members a reasonable base rate reputatibe simplest case,
this can be the same as the initial default reputation thatgixgen to all agents during
bootstrap.

However, it is possible to track the average reputationesobthe whole commu-
nity, and this can be used to set the base rate for new agéhts; directly or with a
certain additional bias.

Not only new agents, but also existing agents with a stantlak record can get
the dynamic base rate. After all, a dynamic community base neflects the whole
community, and should therefore be applied to all the membkthat community.

The aggregate reputation vector for the whole communityra ¢t is computed as:

Fae= S By (10)

yjeM

This vector then needs to be normalised to a base rate vecfoll@avs:

Definition 7 (Community Base Rate).Let ﬁM,t be an aggregate reputation vector
for a whole community, and le4,,; be the corresponding multinomial probability
reputation vector which can be computed with Eq.(6). Thermanity base rate as a
function of existing reputations at timer 1 is then simply expressed as the community
score at time:

anr (1) = Sat- (11)



The base rate vector of Eq.(11) can be given to every new dig&inbins the com-
munity. In addition, the community base rate vector can el der every agent every
time their reputation score is computed. In this way, theeh@se will dynamically
reflect the quality of the market at any one time.

If desirable, the base rate for new agents can be biasedgr @iégative or positive
direction in order to make it harder or easier to enter thekatar

As an example we consider the following sequence of vanatiggs:

Periods 1 - 10: L1 Mediocre
Periods 11 - 20: L2 Bad
Periods 21 - 30: L3 Average
Periods 31 - 40: L4 Good
Periods 41 - 50: L5 Excellent

The longevity factor is\ = 0.9 as before, and the base rate is dynamic. The evolu-
tion of the scores of each level as well as the point estintatdlastrated in Fig.11.

Point estimate

Fig. 11. Scores and point estimate during sequence of varying sating

In Fig.11 the multinomial reputation scores change abylygtween each sequence
of 10 periods. The point estimate first drops as the scoreXantrease during the first
10 periods. After that the point estimate increases ratismoothly during the subse-

quent 40 periods. Because of the dynamic base rate, thegstintate will eventually
convergeto 1.

5 Applications and Examples

5.1 The PGP Trust Model

The software encryption tool PGP (Pretty Good Privacy) fFyides support for man-
aging public keys and public-key certificates. The trusthioess of imported keys and
their owners is derived using PGP’s particular trust model.



Trust is is applied to three different aspects which“@ener Trust” which corre-
sponds to trust in the owner of a public kégignature Trust” which corresponds to
trust in received certificates, afidey Validity” which corresponds to trust in a public
key, where each trust type can take discrete trust valuésdasited below.

always trusted

mpl
Owner Trust usually trusted - co pete
: Key Validity ¢ marginal
Signature Trust] not trusted .
undefined

unknown trust

A user’s private key(s) is/are stored in a table called thext8t Key Ring’. Keys
stored here are used for signing messages and to decrypegeacrypted messages.
A table called the ‘Public Key Ring’ is used to store otherraspublic keys together
with the trust parameters Key Validity and Owner trust focle&ey. Keys stored here
are used for encrypting messages sent to other users andifio signed messages
received from them.

When a new public key is received and introduced through #ficate PGP first
checks that the Key Validity of the key used for signing thetifieate is complete
otherwise the certificate is ignored. After having accemeckrtificate its Signature
Trust gets the Owner Trust value of the user who signed it. Méhieey has one or more
certificates, the accumulated Signature Trust values méterthe Key Validity of the
key according to the skepticism level. By default PGP rezpignealways trustedr
two usually trustedsignatures in order to assigompleteKey Validity to the received
public key, but these parameters can be tuned by the userdamgado his or her trust
attitude. An insufficient number aflways trusteddr usually trustedsignatures results
in marginal Key Validity, and a key received without everuaually trustedsignature
getsundefineey Validity.

Only the Key Validity is automatically computed by PGP, ria Owner Trust. PGP
therefore asks the user how much he or she trusts the owniatf@ducing new keys,
and this decision is purely subjective. The Key Validity déinel Owner Trust parameters
represent confidential information that is not communid&teother users.

After having defined the Key Validity and Owner Trust for atparar key, PGP
allows the user to sign and add it to the Public Key Ring. Thex gan now introduce
it to others who will evaluate this key in exactly the same waydescribe above. The
various elements (with their corresponding discrete tpataimeters in brackets) are
illustrated in Fig.12.

Because trust parameters are subjective it is not meanitogéhare the Public Key
Ring with others. Furthermore it is only meaningful to exgsérust in someone you
know, theoretically limiting the number of keys that anyaaa store on the Public Key
Ring to the number of people he or she actually knows. Cuusage however shows
that this design assumption is wrong; many people fill thablle Key Rings with keys
of people whom they have never met and with whom they havermaremunicated.
Unfortunately this practice destroys PGP’s trust managetrard reduces PGP to a
purely mechanical encryption tool.

PGP users can in principle follow whatever certificationctitze they want but they
are of course expected to be convinced that the key is authenin PGP terms that
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Fig.12.The PGP trust model

the Key Validity is considered to beomplete before issuing a certificate and this can
be considered as an informal certificate policy. PGP wasguilynbuilt as an e-mail
encryption tool for creating a secure channel between paspb know each other or
who can establish an indirect trust path between each @hérfor that purpose it has
been extremely successful.

5.2 Web Page Ranking

The early web search engines such as Altavista simply pregevery web page that
matched the key words entered by the user, which often esbirittoo many and ir-
relevant pages being listed in the search results. Al@sgigroposal for handling this
problem was to offer advanced ways to combine keywords baséihary logic. This
was too complex for users, and therefore did not provide @ gotution.

PageRank proposed by Pagjeal. (1998) [43] represents a way of ranking the best
search results based on a page’s score according to a spegific. Roughly speaking,
PageRank computes the score for any Web page as the sum afrthalised weights
of hyperlinks pointing to it, where a normalised hyperlinkeight is determined by
the score of the page containing the hyperlink, divided leytttal number of hyper-
links from that page. This can be described as a trust sysieoause the total set of
hyperlinks form transitive trust chains that can be used laasés for deriving a rela-
tive trust measures for each page. A single hyperlink to argiveb page can be seen
as a unidirectional trust relationship between the souncktlae target page. Google’s
search enginé is based on the PageRank algorithm, and the rapidly risipglacity
of Google at the cost of Altavista was obviously caused bysthygerior search results
that the PageRank algorithm delivered. The definition ofRageRank algorithm from
Pageet al. (1998) [43] is given below:

Definition 8 (PageRank).Let P be a set of hyperlinked web pages anddeindv
denote web pages iF?. Let N~ (u) denote the set of web pages pointingut@and

15 http://www.google.com/



let N*(v) denote the set of web pages thgpoints to. Lets be some vector oveP
corresponding to a distribution of initial score such that_, s(u) = 1. Then, the
rank of a web page is:

rfu) =ds(u) + (1-d) > IJ\;SEZJ)I’ (12)
vEN~ (u)

In [43] it is recommended that be chosen such that = 0.15. The first term in
Eq.(12) gives rank value based on initial score. The secemd gives rank value as
a function of normalised weights of hyperlinks pointinguatThe algorithm of Def.8
must be iterated over the whole Web until the scores for abh Yéges stabilise.

The PageRank algorithm provides an algorithmic repretientaf the “random
surfer model’ i.e. the valuer(u) represents the probability of arriving at Web page
u by randomly surfing the Web. Intuitively, because of the Varge total number of
hyperlinked Web pages in the Internet, this probabilityueals very close to zero for
any random web page.

According to Def.8y(u) € [0, 1], but the PageRank values that Google provides to
the public are scaled to the range [0,10]. We will denote thidip PageRank of a page
u as PR(u). This public PageRank measure can be viewed for any web psigg u
Google’s toolbar which is a plug-in to the MS Internet ExplorAlthough Google do
not specify exactly how the public PageRank is computed widely conjectured that
it measured on a logarithmic scale with base close to 10. Amcimate expression
for computing the public PageRank could for example be:

PR(u) =1+ logygr(u) (13)

wherel is a constant that defines the cut-off value, so that only pagih » (u) >
10~ will be listed by Google. A typical value is= 11.

It is not publicly known how the source rank vectois defined, but it would be
natural to distribute it over the root web pages of all dormaieighted by the cost of
buying each domain name. Assuming that the only way to imgpeogage’s PageRank
is to buy domain names, Clausen (2004) [9] shows that themddgver bound to the
cost of obtaining an arbitrarily gooBR () for a Web page:.

Without specifying many details, Google state that the Raad algorithm they are
using also takes other elements into account, with the pa@rpbmaking it difficult or
expensive to deliberately influence PageRank.

In order to provide a semantic interpretation of a PageRathkey a hyperlink can
be seen as a positive rating of the page it points to. Negaditiegs do not exist in
PageRank so that it is impossible to blacklist web pages th#ghPageRank algorithm
of EqQ.(12) alone. Before Google with it's PageRank algonithntered the search en-
gine arena, some webmasters would promote web sites bygfilleb pages with large
amounts of commonly used search key words as invisible textatadata in order for
the page to have a high probability of being listed by a seangfine no matter what the
user searched for. The PageRank algorithm compensatesofiem because a high
is also needed in addition to matching key words in order foage to be presented to
the user.



The growing importance of having a high score in search exggivas made many
owners of Web sites very restrictive with placing hyperin& other websites, because
outgoing hyperlinks normally result in decreased score¥eb pages on the own Web
site. The very existence of search engines thus had theahdwieffect of interfering
with the structure of the Web.

The increasing popularity and economic importance of $eangines has also lead
to more damaging methods for artificially boosting the sadréd/eb pages. One such
example is the phenomenon calletk spamwhich consists of placing many hyperlinks
to the same Web page on open Web fora such as online discissoas, guest books,
weblogs and wikis. The motivation behind this attack is geatrch engines will give an
increased score for the Web page that these hyperlinks fmoint

In order to counter the link spam attacks Google announcealiy 2005 that hyper-
links marked with the attributeel =" nof ol | ow' would not influence the hyperlink
target’s score in the search engine’s index. This is implaatkas follows:

<a href="http://some-spamrer-website.cont
rel ="nofol l ow' >Click here!</a>

Most open Web fora now mark user-submitted hyperlinks tlag oy default, with
no option to disable it by the users, and most search engakesttinto account when
computing scores. This is an example where a simple tedhsodation was able to
solve a growing problem. However, it has negative side &ffec

The increasing usage oel =" nof ol | ow' in Web pages will have the effect that
scores computed by Google and search engines no longet tbffeeal structure of
the Web, and removes the model more and more from the randder suwdel. The
random surfer follows any link, whereas search engines fatligw those that are not
marked by el =" nof ol | ow" . A likely developmentis that most outgoing hyperlinks
will be marked in this way in a selfish manner in order not tdesuflecreased scores.
The search engines will then face the problem of scarcityagslinks between Web
sites, making the computed scores increasingly unreliable

As a substitute for the hyperlinks, search engines needeamtier types of ev-
idence. An obvious source of information is the links thagérgsactually select after
a specific search. algorithms can for example be designednitr@ase the rank of a
specific Web page when many people select the link to that pigea Web search.
However, the value of this information is limited, becauserily becomes available
during searches, and does not reflect which Web pages peoptewhen not using
search engines.

It would be more valuable for search engines to know the linkwvery page that
people visit. By encouraging people to use toolbars, seangines can get precisely
that information. A toolbar provides some value-added fiomality to users, such as
displaying the PageRank of every page the user visits. imméor this functionality, the
engine is informed about every single Web page that the usis.vThis architecture is
illustrated in Fig.13 below.
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Fig. 13.Network architecture for search engine toolbars

Users often ignored that the toolbar provides this inforamaiConstantly providing
the search engine with information about Web pages visiyethé user can be consid-
ered quite intrusive, and this functionality is usuallycalsund in so-called spyware.

Onthe basis of information provided by toolbars, searcliresare able to compute
the probability that an intentional surfer will go to any fieular Web page. This can be
called theintentional surfer modelwhich represents an improvement over the random
surfer model of the original PageRank algorithm.

However, it is likely that the current model is already unatack with the purpose
of artificially increasing the ranking of certain Web pag&s.obvious attack method
is e.g. to install search engine toolbars on a large numbeomiputers, and let pro-
grams automatically browse specific Websites. Google amerabolbar providers are
aware of this potential problem, and usually registers éadividual toolbar installa-
tion in order to identify possible “click spamming”. It isilbtunclear to what degree
click spamming already is or will be a problem in the near fatd he “pay per click”
business model is being abused through click spamming,tdadherefore to be ex-
pected that the intentional surfer model that bases rank@number of clicks to Web
pages already is under attack as well.

In general it can be observed that any new method for impgorank computation
becomes the subject of new attacks as soon as it is implethéfrite robustness and re-
liability of searching and Web navigation has become a ndtraouse game, similarly
to that of traditional information security.

As a simple example of how a reputation system can be implesdén a general
level we describe a simple reputation toolbar which can ktalled on any browser.
This allows the reputation score of any Web page to be viselio the user, as well as
the user to rate Web sites and Web pages. The toolbar comatesiwith a centralised
server which keeps the reputation vectors of all Web pagaaeB page can be rated
by the user with a discrete set of different levels, as deedrabove. This architecture
is illustrated in Fig.14
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While the browser is fetching a Web page, the reputationbtmolill query the
reputation server about the reputation score of that Wele pagheb site. The user
is also invited to rate the same Web site through the toolldas rating is sent to the
reputation server, and taken into account when computiegeputation score in the
future.

The functionality of the reputation toolbar of Fig.14 camyweell be integrated with
a traditional search engine toolbar. The reputation sccaade taken into account for
computing rank when presenting Web search results, or candsented as a separate
score for each search query result. In the latter case, plugation server and the search
engine do not need to be co-located. The reputation scoresiogsly be fetched as
part of a search query, either by the search engine itselbya shell on the client
machine. The addition of a reputation system to the tradiisearch engine will allow
the implementation of theritical surfer model which represents an improvement over
the currentandom surferand theintentional surfemodels, as illustrated in Fig.15.

’ Increasing quality of Web -

No ranking Random surfer Intentional surfer Critical surfer
(Altavista) model (Google model (Google model (Reputation
PageRank) Toolbar) Toolbar)

Fig. 15. Past, present and future Web ranking models



While the introduction of the PageRank algorithm represeat revolution in the
quality of Web searches, there is still an untapped potefatiamprovement by inte-
grating reputation systems with search engines.

5.3 The Slashdot Model and Hierarchic Reputation Systems

An approach that seems to work relatively well is that of nretaderation used on
Slashdot® which is a“news for nerds”’message board started in 1997. More precisely
it is a forum for posting articles and comments to articlesthle early days when the
community was small, the signal to noise ratio was very highis the case with all
mailing lists and discussion fora where the number of memigeow rapidly, spam
and low quality postings emerged to become a major problachitds forced Slashdot
to introduce moderation. To start with there was a team of @8emators which after
a while grew to 400 moderators to keep pace with the growingber of users and
the amount of spam that followed. In order to create a moreogestic and healthy
moderation scheme, automated moderator selection wasliuged.

The moderation scheme actually consists of two moderatigers where M1 is
for moderating comments to articles, and M2 is for modegalifl moderators. The
purpose of M1 is to be able to filter the good comments from the Bhe purpose
of M2 is to address the issue of unfair moderations, or moeeipely to sanction M1
moderators. Above M2 in the hierarchy are the staff of Slashith omnipotent powers
to sanction any M1 or M2 moderator who is detected in abugiegystem. Details of
the Slashdot reputation systems are described in [27].

Slashdot implements a hierarchic reputation system that@i and stimulates the
massive collaborative effort of moderating thousands sfipgs every day. The system
is constantly being tuned and modified and can be describad asgoing experiment
in search for the best practical way to promote quality postj discourage noise and
to make Slashdot as readable and useful as possible foreadangmunity.

In a hierarchical reputation system, ratings occur at dffiélevels, and scores can
be computed for elements on each level. Here we describeexajeapproach to de-
signing hierarchical reputation systems.

Service objects can have a reputation score based on rditorgsservice users.
Users who provide ratings have a credit score based ratiogsrhoderators. Modera-
tors have a credit score based on ratings from Controllemsrepresent the top of the
hierarchy. Users rate service objects positively or nggbtbased on direct experience
with those services. A reputation score can be computedsich ebject as a function
of those ratings. Moderators can rate users depending otherhidey provide fair or
unfair service ratings. A credit score can be computed foh emer based on the user’s
fairness in rating services. The idea is that service ratprgvided by discredited users
will carry relatively less weight than service ratings pod by credited users, when
the reputation scores for service objects are derived.rGiberts, who for example can
be representatives from the reputation centre, can rateeratmis, and depending on
the design, can also rate users. This model is illustrat&igiri6.

18 http://slashdot.org/
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Fig. 16.Hierarchic model for reputation systems

The idea being this design is to spread the workload of pmogidatings over all
the service users, and provide a mechanisms for stabilisengystem and sanctioning
unfair raters. Design issues are for example the deteriromaf the optimal Moder-
ator/User and Controller/Moderator ratios, and definingcate incentives for par-
ticipants to contribute to the collaborative effort. Fronpuarely rational viewpoint, a
participant has little incentive to rate a service afterfdt, because providing ratings
benefits others, not oneself. A study from eBay [45] showsGB& % of the buyers and
51.7% of the sellers on eBay provided ratings about eactr.ddossible explanations
for these relatively high values can for example be that iging reciprocal ratings
simply is an expression of politeness. However lack of itiges for providing ratings
is a general problem that needs special attention whenmagigeputation systems.

6 Discussion and Conclusion

The robustness of trust and reputation systems for regiattacks and strategic manip-
ulation is the critical factor for the success of this tedbgy, and which currently is not
being sufficiently addressed. Traditional security megraa can be used to achieve
goals such as anonymity and integrity of ratings [19]. ldg@nd credentials manage-
ment can be used to control when and by whom ratings can b&lehe.g. to prevent
ballot stuffing [20]. The robustness of soft security medtias will thus depend on
hard security mechanisms.

Social acceptance of trust and reputation systems is anotitieal factor, which
many commercial systems have addressed and solved quitétewekever, for the more
widespread and general usage of these systems, sociatawoepy all parties is an
issue that needs to be considered.

Given that reputation systems used in commercial and oafipéications have se-
rious vulnerabilities, it is obvious that the reliability these systems sometimes is
guestionable. Assuming that reputation systems give iatel scores, why then are



they used? A possible answer to this question is that in mgngt®ns the reputation

systems do not need to be robust because their value lieshelse Resnick & Zeck-

hauser (2002) [45] consider two explanations in relatioeBays reputation system: (a)
Even though a reputation system is not robust it might sesvaurpose of providing an

incentive for good behaviour if the participants think itnks, and (b) even though the
system might not work well in the statistical normative sentsmay function success-
fully if it swiftly reacts against bad behaviour (calléstoning”) and if it imposes costs

for a participant to get established (callgabel initiation dues”).

Given that some online reputation systems are far from beghgst, it is obvious
that the organisations that run them have a business madé& tielatively insensitive to
their robustness. It might be that the reputation systemeses a kind of social network
to attract more people to a web site, and if that is the cass llaving simple rules
for participating is more important than having strict sufer controlling participants’
behaviour. Any reputation system with user participatidh depend on how people
respond to it, and must therefore be designed with that idmAmother explanation is
that, from a business perspective, having a reputatioesyttat is not robust can be
desirable if it generally gives a positive bias. After alpemercial web stores are in the
business of selling, and positively biased ratings are ikety to promote sales than
negative ratings.

Whenever the robustness of a reputation system is crubialptganisation that
runs it should take measures to protect the stability of yiseesn and robustness against
attacks. This can for example be by including routine marmoatrol as part of the
scheme, such as in Epinions’ case when selecting Categadregiewers, or in Slash-
dot’s case where Slashdot staff are omnipotent moderd&rcgptional manual control
will probably always be needed, should the system come umekary attack. Another
important element is to keep the exact details of the contiputalgorithm and how
the system is implemented confidential (caltedcurity by obscurity’), such as in the
case of Epinions, Slashdot and Google. Ratings are usuadlgcbon subjective judge-
ment, which opens up the Pandora’s box of unfair ratingsifbatings can be based on
objective criteria it would be much simpler to achieve highustness.

The rich literature growing around trust and reputatiorteays for Internet trans-
actions, as well as the implementation of reputation syst@ensuccessful commercial
application, give a strong indication that this is an impatttechnology. The early
commercial and live implementations were, and still areseldaon relatively simple
schemes, whereas a multitude of different systems withrazbdhfeatures are continu-
ously being proposed by the academic community. Some ofd@reed schemes are
slowly finding their way into real implementations as mor@enence is gained with
this type of technology.

Designing and implementing robust trust and reputatiotesys represents a formidable
challenge, and the long term acceptance of the Internet elsable platform for sup-
porting open markets and communities depends on the suctésis endeavour. To
have effective and pervasive trust management on the kttestike finding the holy
grail because the value of the Internet would increase rolahiflow to make it happen
is therefore an extremely important research problem fogtbbal Internet community.
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